
u Two Issues of Spectral Clustering 
Ø Scalability Issue: Spectral clustering suffers from high computational 

cost. It takes O(n3) for eigen-decomposition with n denoting the number 
of data points. 

Ø Post-processing: Spectral clustering relys on post-processing. Kmeans is 
a common way to obtain the final cluster labels, while kmeans itself is 
sensitive to initialization.

u Two Major Ways for Solving The Scalability Issue
Ø Reduce the cost of eigen-decomposition. The Nyström method is a 

popular technique for finding an approximate solution. 
Ø Reduce the data size by sampling some representative points beforehand.  
uOur Contributions
Ø The proposed method scales linearly with the data size, handling the 

scalability issue from the viewpoint of graph reconstruction.
Ø No post-processing. The interpretability is offered to obtain the cluster 

labels directly. 
Ø Due to the orthogonal and nonnegative constraints, the reconstructed 

graph naturally has clear structure about the clusters.

Ø Since the noise and outliers are always there in real applications, a 
robust version is needed to better deal with the case.

Ø The original graph should better be structured. Hence, a structured and 
doubly-stochastic W needs to be designed efficiently.

Ø The value range of the original graph and the reconstructed graph may 
differ a lot. We can introduce a scale fator to fit them more properly.

ØONGR has close relationship with NMF. It is of great value to explore 
their underlying connections and develope fast NMF methods.  
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ØGraph Construction: W=ZZT, where Z is of size n×m (m<<n) [1]. m is the 
number of anchors, which can be selected randomly (ONGR-R) or by 
kmeans (ONGR-K). 

Ø Speed Up: WF → Z(ZTF) , WG  → Z(ZTG). 
Ø Initialization: F can be initialized by the corresponding singular vectors 

of the sparse regression matrix Z.

Ø Comparison Methods: (1) Nyström [2], (2) KNN-SC [3], (3) LSC-R, 
LSC-K [4], (4) SSSC [5].

Figure 1. Curves of objective, norm of (F-G), 
performance  and parameter effect

Figure 2. Practical illustrations

Table 1 Running time (s)

Table 2 Clustering Performance

Poster Presenter: Kai Xiong (bearkai1992@gmail.com).  Research Interest: ML.
I am supposed to get my master's degree in March next year, and I'm looking for a job now.

 )(max TT

IFF
VUFTr

k
T


   TVUGWG svd

T
k VIUF ]0;[

Update G with F fixed

Update F with G fixed

2

0 1
min

F
G

FWFG























F

FWFG



1
)0,max()( xx 

(Iterate until converge)

22

 ,0
min

FF

T

IFFG
GFFGW

k
T






)(min LFFTr T

IFF k
T 

)(min
 ,0

LFFTr T

IFFF k
T 

2

 ,0
min

F

T

IFFF
FFW

k
T




Ø Introduce a slack variable G, 
which is called label matrix. 

Ø  The relaxed problem of Ncut.

Ø Add a non-negative constraint 
to get discrete indicator matrix.

Ø The viewpoint of graph reco-
nstruction. Here W is doubly-
stochastic.

Ø Under the two constraints, F has only 
one non-zero entry in each row, and the 
L2-norm of each column is 1. 

Ø The nonnegativity offers interpretability 
of F, and the reconstructed graph FFT is 
naturally structured.

Ø In a sense, the interpretability of F is 
passed on to G.

    We have proposed an approach for large scale clustering based on 
graph reconstruction. The reconstructed graph is structured, and the 
interpretability is provided to get rid of the post-processing. 


